Аналитический обзор

Целью данной главы является обзор и сравнение наиболее популярных языков программирования, применяемых для обучения основам программирования, анализ их сильных и слабых сторон, а также исследование особенностей обучения программированию и наиболее распространенных методов контроля знаний в образовательном процессе.

## Методы контроля знаний при подготовке программистов

### Уровни подготовки программиста

На современном этапе развития на смену традиционным формам контроля знаний приходят новые формы, построенные на широком применении средств вычислительной техники.

Подготовка профессионального программиста — это многоуровневый процесс.

На первом, базовом, уровне подготовки студент приобретает навыки структурирования информации и построения простейших вычислительных алгоритмов. Также на этом уровне студент приобретает навыки распространения одного алгоритма решения задачи на круг однотипных задач, унификации однотипных блоков алгоритма и создания процедур.

На втором, общепрофессиональном, уровне подготовки студент овладевает методами и приемами выбора оптимального решения (одного из многих) поставленной задачи. Студент не только осваивает приемы поиска нужной информации, но и овладевает доказательным аппаратом принятия решения. Овладение доказательным аппаратом является одним из основных условий подготовки профессионального программиста, способного к конкурентному продвижению созданного программного продукта.

На третьем, профилирующем, уровне подготовки производится специализация профессионального программиста в узкой области экономики, производства, науки и т. д. На этом уровне детально изучаются особенности выбранной области деятельности.

На различных уровнях подготовки профессионального программиста используются различные виды контроля знаний и умений. Контроль знаний и умений студента решает триединую задачу:

* определить глубину усвоения студентом учебного материала;
* решить вопрос о переходе студента к изучению следующего учебного материала (при положительной оценке) либо предложить ему дополнительные вопросы для изучения текущего учебного материала (при неудовлетворительной оценке);
* подобрать индивидуальное задание для практической и самостоятельной работы студента.

При подготовке профессиональных программистов наряду с хорошо зарекомендовавшими себя традиционными формами контроля знаний — зачетом и экзаменом, — которые используются на этапе итогового контроля, широкое применение находят различные варианты промежуточного контроля знаний, в том числе построенные с использованием информационных технологий. К наиболее популярным видам промежуточного контроля можно отнести:

* доклады и рефераты, выполненные с использованием технологии презентаций и включающие в себя графические, звуковые и анимационные элементы;
* различные виды тестирования;
* создание промежуточных и законченных программных продуктов (проектов);
* решение алгоритмических задач за лимитированный промежуток времени;
* публичную защиту программных продуктов.

### Доклады и рефераты

Как правило, этот вид контроля знаний используется на первом уровне подготовки профессионального программиста по дисциплинам общепрофессионального блока. К таким дисциплинам можно отнести «Технические средства информатизации», «Архитектура ЭВМ и вычислительных систем», «Операционные системы и среды» и некоторые другие. Доклад выполняется в виде презентации с использованием иллюстративного материала, а при необходимости — звуковых эффектов и видеоклипов. Организуется публичное выступление студента с докладом и последующее обсуждение доклада .

К достоинству этого вида контроля следует отнести возможность проверки таких качеств студента, как умение подобрать материал по теме доклада из разных источников информации, многосторонний взгляд на тему доклада, анализ собранной информации, способность делать выводы, овладение приемами публичной аргументации в защиту полученных результатов.

К недостаткам можно отнести то, что данный вид контроля не оценивает способности студента к применению полученной информации для практического решения задач.

### Тестирование

Тестирование — широко распространенный вид контроля знаний. Он используется по многим дисциплинам многих специальностей, как технических, так и гуманитарных. Тестирование позволяет оперативно и достаточно точно определить уровень знаний студента и применяется с целью промежуточной аттестации учащегося и решения вопроса о его допуске к зачету или экзамену. Использование тестирования, с одной стороны, повышает качество подготовки специалиста, с другой стороны, облегчает труд экзаменатора, так как к экзамену допускаются студенты, показавшие по результатам тестирования наличие некоторого минимума знаний. Использование тестирования в качестве итоговой аттестации, по нашему мнению, не целесообразно, так как ответы на вопросы теста жестко фиксированы и не позволяют (или с большими трудностями позволяют) выявить связи данного вопроса с другими вопросами данной (или смежной) дисциплины.

Преимуществами использования тестирования являются оперативность получения сведений о знаниях студентов, объективность полученных результатов, возможность получения статистических данных об успеваемости каждого студента и группы студентов, возможность получения сведений о динамике успехов (или о снижении результатов) студента, возможность определения тем и вопросов, слабо освоенных студентом.

К недостаткам тестирования следует отнести трудности формулировки вопросов теста, составления нескольких однозначных и точных ответов на поставленный вопрос, определения качественного состава и количества вопросов, входящих в один тест, оценки результатов тестирования в силу неодинаковости (по значимости и сложности) вопросов, входящих в один тест, сложности идентификации и аутентификации тестируемого студента.

### Промежуточные программные продукты

При планировании лабораторных работ по дисциплинам «Основы программирования и алгоритмизации», «Базы данных», «Разработка и эксплуатация удаленных баз данных» и т. д. необходимо стремиться, чтобы каждая последующая лабораторная работа дополняла и уточняла предыдущую. Тем самым, достигается цель получения некоторого программного продукта. Так как лабораторные работы имеют своей целью освоение студентами практических навыков использования методов и приемов программирования, то после выполнения лабораторных работ можно говорить о промежуточном программном продукте, в котором отсутствуют, или слабо выражены потребительские качества. Поэтому при публичной защите лабораторных работ упор делается на правильное и эффективное использование методов обработки информации, а также отработку доказательного аппарата правильности выбора данного решения.

Такой вид промежуточного контроля дает точные и достоверные сведения об уровне усвоения знаний и умений, приобретенных студентом, прививает навыки делового общения и аргументации в защиту принятого решения.

### Решение алгоритмических задач на время

Данный вид контроля знаний применяется в основном для тренировок и проведения соревнований по спортивному программированию для студенческих и школьных команд и осуществляется посредством проведения контестов. В каждом контесте участникам предлагается решить некоторое число задач различной сложности и тематики за ограниченный промежуток времени.

Это позволяет выявить способность программиста концентрироваться на поставленной задаче в жестких временных рамках, слаженно работать в команде (при проведении командного соревнования), разрабатывать эффективные алгоритмы решения, анализировать задачи и применять уже известные алгоритмы. Данный вид контроля знаний, может быть использован не только при обучении олимпиадному программированию, но и при обучении базовым навыкам программирования как студентов, так и школьников.

### Законченные программные продукты

Этот вид промежуточного контроля, как правило, осуществляется при выполнении курсовой работы (проекта), когда может быть получен законченный программный продукт, обладающий потребительскими качествами. Здесь выполняется комплексная проверка знаний и умений, полученных студентом. Также организуется публичная защита курсовой работы с приглашением студентов младших курсов. Приглашение этих студентов преследует две цели: образовательную — повышение мотивации к овладению выбранной специальностью и воспитательную — приучение к использованию технических терминов, правилам ведения дискуссии, расширению технического кругозора. Оценка за курсовую работу выставляется коллективом преподавателей, при этом учитываются глубина проработки темы курсовой работы, содержание и правильность построения доклада, аргументация в защиту принятых решений, умение отвечать на дополнительные вопросы.

### Публичная защита программного продукта

Это наиболее эффективный вид контроля знаний, который позволяет оценить работу студента со всех сторон: комплексность решения поставленной задачи, глубину проработки задачи, степень самостоятельности выполненной работы, удобство работы с интерфейсом программы, наличие в ней подсказок и справочников, удобство чтения полученных результатов. Проведение публичной защиты программного продукта (промежуточного или законченного) требует от преподавателя дополнительных усилий по ее организации и проведению. При организации публичной защиты (особенно первой) необходимо обратить серьезное внимание на подготовку студентом доклада, оказать помощь в составлении доклада, как по его структуре, так и по содержательной части. По мере проведения последующих публичных защит помощь преподавателя будет уменьшаться. Несколько первых публичных защит проводится внутри обучаемой группы студентов, без приглашения студентов младших курсов. На первой публичной защите очень важно помочь студенту преодолеть психологический барьер публичного выступления.

Во время проведения публичной защиты следует обратить внимание на организационный момент: поддержание дисциплины, организацию комфортной деловой атмосферы, порядок выступления докладчиков. Как правило, рассматриваются 4–5 работ студентов, коллективом преподавателей проводится сравнительный анализ работ, и выставляются оценки. Перед оглашением полученных студентами оценок обязательно следует обратить внимание присутствующих на положительные моменты работы студента и при необходимости указать на замеченные недостатки. Такой подход обеспечивает при выполнении следующего цикла лабораторных работ или следующей курсовой работы устранение отмеченных недостатков, что в конечном итоге приводит к повышению качества подготовки профессиональных программистов. Публичная защита работ студентами самым благотворным способом сказывается на процессе написания дипломной работы и ее защите перед Государственной комиссией.

Сочетание традиционных видов контроля знаний и умений студентов с новыми видами контроля, основанными на применении информационных технологий, способствует оперативному и эффективному управлению процессом обучения, выявлению тенденции на повышение или понижение уровня усвоения знаний, принятию оперативных мер по повышению качества подготовки специалистов, повышению мотивации студентов к овладению специальностью.

С учетом вышесказанного, можно сделать вывод о том, что правильная организация системы контроля знаний студентов на каждом уровне в отдельности и за все время обучения в целом приводит к повышению качества подготовки профессиональных программистов.

## Модели и методы технологии интеллектуальных вычислений

### Регрессионный анализ

Регрессионный анализ — метод моделирования измеряемых данных и исследования их свойств. Данные состоят из пар значений зависимой переменной (переменной отклика) и независимой переменной (объясняющей переменной). Регрессионная модель есть функция независимой переменной и параметров с добавленной случайной переменной. Параметры модели настраиваются таким образом, что модель наилучшим образом приближает данные. Критерием качества приближения (целевой функцией) обычно является среднеквадратичная ошибка: сумма квадратов разности значений модели и зависимой переменной для всех значений независимой переменной в качестве аргумента.

Регрессионный анализ — раздел математической статистики и машинного обучения. Предполагается, что зависимая переменная есть сумма значений некоторой модели и случайной величины. Относительно характера распределения этой величины делаются предположения, называемые гипотезой порождения данных. Для подтверждения или опровержения этой гипотезы выполняются статистические тесты, называемые анализом остатков. При этом предполагается, что независимая переменная не содержит ошибок. Регрессионный анализ используется для прогноза, анализа временных рядов, тестирования гипотез и выявления скрытых взаимосвязей в данных.

Основными целями регрессионного анализа являются следующие:

* определение степени детерминированности вариации критериальной (зависимой) переменной предикторами (независимыми переменными);
* предсказание значения зависимой переменной с помощью независимой (-ых);
* определение вклада отдельных независимых переменных в вариацию зависимой.

Регрессия — зависимость математического ожидания (например, среднего значения) случайной величины от одной или нескольких других случайных величин (свободных переменных), вычисляется по формуле (1)

*E*(*y*| *x*) = *f*(*x*), (1)

где *E* — среднее значение случайной величины, *y* — зависимая случайная величина, *x* — независимая случайная величина

Регрессионным анализом называется поиск такой функции *f*, которая описывает эту зависимость. Регрессия может быть представлена в виде суммы неслучайной и случайной составляющих по формуле (2).

*y* = *f*(*x*) + *ν*, (2)

где ![f](data:image/gif;base64,R0lGODdhEAARAPIAAP///9XV1crKysDAwEZGRgAAAAAAAAAAACH5BAEAAAAALAAAAAAQABEAAAMrCLobVYHJVYYoU96ci+ATBlIF8YwUumwq4LVOpMYtq74zBOujN4gjBy+TAAA7AAAAAAAAAAAA) — функция регрессионной зависимости, а *ν* — аддитивная случайная величина с нулевым математическим ожиданием. Предположение о характере распределения этой величины называется гипотезой порождения данных. Обычно предполагается, что величина *ν* имеет гауссово распределение с нулевым средним и дисперсией .

Задача нахождения регрессионной модели нескольких свободных переменных ставится следующим образом. Задана выборка — множество {*x*1, …, *xN*| *x*∈ ℝ*M*} значений свободных переменных и множество {*y*1, …, *yN*| *y*∈ ℝ} соответствующих им значений зависимой переменной. Эти множества обозначаются как *D*, множество исходных данных {(*x*, *y*)*i*}. Задана регрессионная модель — параметрическое семейство функций ![f(\mathbf{w},\mathbf{x})](data:image/gif;base64,R0lGODdhOAATAPMAAP///9XV1crKysDAwLW1tampqW5ubmJiYlRUVEZGRjg4OAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAA4ABMAAATTEMhJKwjL6s1X4BXmTdgHnluJAssgZNe4zpQKvtUi0PyEg7qarEezbWA+JJEW1CwWieekGTPsJFLW1SIyuJ5Wye+YIy0KiYNkkJYclOZdIrpDIOGUMXYqILQBBwkDAC+DFjILCoZUeHxlFIGLMEZHjSwpQ3sUWSyTmU6WlpSXm0gKMHpJE6cSGJsbqVqQCYRQtC8mnVgItXO1ubFYW6o+Bk8CA8aZB7yEysjKubJcnzHSKwOWGqOt1dM82haxOtmY1yfB29Ui52btR+8h3jOuS0DnEQA7AAAAAAAAAAAA) зависящих от параметров ![\mathbf{w}\in\mathbb{R}](data:image/gif;base64,R0lGODdhMAANAPMAAP///93d3dXV1crKysDAwLW1tampqW5ubmJiYkZGRjg4OAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAwAA0AAASLEMhJq713LaS1wGAoSgtQSsPyjawkdFpVnijdhu8AzlSKvQcd6bQQTl4rDK+WpLwMCYSEEJVwZEYlgLNRKQeF6jZBAKTKFJuWiAYhyEOXl8KFqWefoigWByBlIzMBfnNKNAonPlh7JiuKGG9mCwkJkk1yl4B6JFkVAwcaAwSghRU5O3xyNywvMKsSEQA7AAAAAAAAAAAA) и свободных переменных *x*. Требуется найти наиболее вероятные параметры ![\bar{\mathbf{w}}](data:image/gif;base64,R0lGODdhEAAMAPMAAP///9XV1crKysDAwLW1tampqW5ubmJiYkZGRjg4OAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAQAAwAAARCEMhJq1Q4a227/1WgGMKEXSUgFsghDa10KCgRAwcyAIKyT7nfSaUIUIaAochookkSzl4lx1MgEFXmRGDACAbd4iQCADsAAAAAAAAAAAA=):

![\bar{\mathbf{w}}=\arg\max\limits_{\mathbf{w}\in\mathbb{R}^W}p(y|x,\mathbf{w},f)=p(D|\mathbf{w},f).](data:image/gif;base64,R0lGODdhKAEeAPMAAP///93d3dXV1crKysDAwLW1tampqZ6enpKSkm5ubmJiYlRUVEZGRjg4OAAAAAAAACH5BAEAAAAALAAAAAAoAR4AAAT/EMhJq7046827/5bgcCNofo5wrpJoliypxnRt36c4azDuialW0JfRvYjAmZHIbDo7y03veXEQBrDoU+twLBbd8IAyrVmxEy05zG6XqfA4wDHuvONoS55KvzQWBBNYCxN3K3sUiHKLjB9qGYZ8dRWPPo8KDIEVVhKRL5MUlY2jpBKKPKWGfU+nc28LCp0+qqChDgmTXZ21J2w7cwkFt5MDCV1fup3BYlhdv75rCiVsJFZhM6uFQ7JztsvOIcPau5AODMkVrS/W4HO8rlXTaeKd0+/152+tIgYMsQAE/EmQtslNmwwEpoApYGxCAgUECCxgYAHMGALGLr5JaMFBAQDq//Q4QMCJY7dEDgzAyJMlpUWQU/gJBDiTICpIBQ2GEUkykMmNMykE/FdC5r+hAz1FekOnQM1MMDXdmMJpkyaTZKRWPdkx3ACsUgooSFCIW6GvMFalVbG14wCn/zAFwiL1QkiuLDyOLYt3glwLf082fTq3rcibFwInE/WDzT++m+qc6kF5XpjHiRQouIdhqzy3QrBR2oZBcVHSoHHa8Gx2zQVYkAGYDs2Dc1/X9WjHYE3mQsIBWH61rtxJq13NtkfPYFllwu/WABjnns5YuicoQ5h3ZGp8HHXUtoRvKjehQYnJOnf2Lpu2ijDweInHxysCOHzfauswdUgWurvod6Bjnv8pkViXU3r46aefBUihREhsAp5X4H3++UURFgxcSKEHnh3QXlc8aCVicYV46JxHEghTVwYP+ZQWL1XxRscgMO2ADiYwZVijd4JEcpcHLQL0olALNCBURuNZmKOGNk5xF0tOGkMHRu3QAEQX0mAjTQ/FtPGMTQ6AadOVYQ6B5TRbboCFSlWeciVmp3kk5S8KPAiSlF/NSUGdkdVWw5rX9KgNMmzgAqIpeFJJGp9k2KbWdaUUcoUAAQgQXKThYCCKSutxAFYHYFW3IXaajtrZCaFSKB2mzaUDaV5pzgFGPRJC8g4XKPQSXgY/dhBSNiC8mqRudgnLKjkoUbGmKRMV1qP2AUWYOcalnappLEy7fLorDcuWKh4JJ7CEVrTfHhstMaZyO42H06YV6wVGXCneq+mSoUSVyq32bjjlqhbsvfetam440JhRJr4uoBEEsKRKMfAc/TbhQrBw1PuwlW70JuEOLvQxQq8XhyzyyKzWh9NKKJvYcXIkt+zyy0wYiPKeQWBhIsw456xzOYbuQVlyI2yc1QRfsLzz0Ugfi8Y5stkpH07SZDksPElXbfXDHjVLNV5bZszeHB9dLfbYLSeDztOnjiAw2Wy3XfE0tZ7lcM3Xum333SzgKBGT26atIN6AB+5Dl3LiKwRn6gEo+OKMw0EmOo1HHmkEADsAAAAAAAAAAAA=) (3)

Функция вероятности *p* зависит от гипотезы порождения данных и задается Байесовским выводом или методом наибольшего правдоподобия.

**Линейная регрессия.**

Линейная регрессия предполагает, что функция *f* зависит от параметров ![\mathbf{w}](data:image/gif;base64,R0lGODdhEAAIAPMAAP///9XV1crKysDAwLW1tampqW5ubmJiYkZGRjg4OAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAQAAgAAAQ7EICgjJBAKanuVAVySIMoHVsmECZwIAMgKDH21ppEBViW+joFD5OTJFKzngshUyCYsyFGYNAIBlUhJgIAOwAAAAAAAAAAAA==) линейно. При этом линейная зависимость от свободной переменной *x* необязательна,

![ y=f(\mathbf{w},\mathbf{x})+\nu=\sum_{j=1}^N w_jg_j(\mathbf{x})+\nu. ](data:image/gif;base64,R0lGODdhAAE1APMAAP///9XV1crKysDAwLW1tampqZ6enm5ubmJiYlRUVEZGRjg4OCgoKBgYGAAAAAAAACH5BAEAAAAALAAAAAAAATUAAAT/EMhJq7046827/yDlJI6IOGWormzrvnAsz9KgJMI0pHTv/8CgkCZwGHgA5HDJbDqfqkDJMZgoodisdjsrAg4HiZdLLpvPFkdul1Oj3/D4UhqQuB11uX7PX9HFU3l9g4SFgBNFR4aLjHE7BRQHCDmNlZZZKCc8Y5ednp+goY0oI6SmpygkDpOira4VCA0OCx0DJwsMCK+7rQIJDQtVHgMJCbyWUj54b74MOB9FlGbJGcugUtYAfz3bZwMLDc8e1GXdF+aXVGPoM+xcsQ26jO4V9IacdtI/+GlQvsDCDLnpwK/ClTgDJdiLYe/gkGbiCC2k0HCQkoLK9BnM8i2cxj0Y/6t9tBIDhaAkJR0oQGFFmpQD0lgmGakNxYEBRRzAPIThIKmNM+DJU2GSpJ0O2BwQcChCH7abOXcCCIkyjUyjFooU2KQEFSoNXSdIKaBAng15J865UbAyBwms/S5spcDP66kN/4Kp0JqCE1MRVWyF2YBESg62bt4e7YlhLiKHana0lFG3JYGyEhAoqFIkoIg8s4QlZArZZTbKCZzRFCl5JlwMYzpzQGItdL7XInqaPpmG0sQPCRdP0Cw6xcSrQJOcWmkKbvAZ3xj8FVlT0HTX1Wf3hGxl+V3h2KvpeM4CXVceMo9zZ3yBR+sfxVaDVWgtJPrxNO+3X9+ePYD34kkAhv9VdiFH0WlVdTfBAn0dxAmD9OXmH13qFEVggQSR5wF6lGiY3IDa8QQAhDVJ2F9WFSLYnmieuVBQcJpNpZICMlqXwggyslXjYwEadISHMUTTQoU3/XddEix2MBCORehYhCBU+fSjRgbSl8kM5OEjwAEoCDAAl6chYMxUYHoJ5klA+gRkkAgMVl6XOamo1pUZilHmlxbeNmF3I1VJgWMwsPNbBQBuUBEWAiDAChlHZoeUnOAFCmkUcq65pwZUJfiEJPLR8BOK+3XVKY89DpnDkyV56dCgpHLAqhNCjtPoBV5cgWoFtdYzqVi7MkQKby1gAyyvw/ZUrK7HavFqrCssg96vr+3VccVCrzZCDpbJZsEsB8SM+cKsuJVYTbbH9JIAjbUggMtQLWRKK7jlxkvrL8AUaAo4tn07qkH7yutvGqrYa5ek5B5Y8L8Il+EuqAk3vKE/veIascMUs1DobHliPHHFHAO3SscgjxLyyIXAS/LJIHzaHYbJoexykFO4YPLLNKchrcw15/wtzjr3HEJd9sbl89Cz9Xsp0UgTy0ImfiY99MJOR+3BrVJXTVTGVksQAQA7AAAAAAAAAAAA) (4)

В случае, когда функция ![g\equiv\text{id}](data:image/gif;base64,R0lGODdhMAARAPMAAP///9XV1crKysDAwLW1tampqW5ubmJiYlRUVAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAwABEAAAR5EMhJq700Jayx/153DRtonl+JrqzaanAsoi4VwETNAjNwawWdJDEADA6GnUV1EwAEicMFKoEWlZlJwqm9bCW3QEVG1qlqQhWJix12s8uJIdl+89g875VY116bTwkIVzYwUktlMWMHTDgGQnZ9dVSSkwlilTsxmJkoEQA7AAAAAAAAAAAA), линейная регрессия имеет вид

![ y=\sum_{j=1}^N w_jx_j+\nu=\langle\mathbf{w},\mathbf{x}\rangle +\nu, ](data:image/gif;base64,R0lGODdh4AA1APMAAP///9XV1crKysDAwLW1tampqZ6enm5ubmJiYlRUVEZGRjg4OCgoKBgYGAAAAAAAACH5BAEAAAAALAAAAADgADUAAAT/EMhJq724uuSoQ06XjWRpnmiqrmzrqoOSCNMgvniu73zvZwKH4QYg/o7IpHKZCnQcg4mRSa1ar60g4HCQaLHgsFjsoNlo5bF6ze45A5K0A96u2++kt/dJx/v/dV8AQUOAhodhNgUUBwg0iJCRSCEgN4KSmJmam5xhIRufoaIhHB+PnaiSCA0OCyYDIAsMCKm1kAIJDQtRJwMJCbbBhrgMMyhBp8IvUzrMmAMLDcYnTso4lzxpqKsNtNZV2j7Ymri6vKnOSOPZyRfpbcTTqO8/4T/rHojQ0u2a9D342I34VyJEnyI9uHlbYVCKwxJODhD4dPAEs08acGiLeCpEnH4S/5w4ODAgyMhHARFawJjPQpACloyMGkWi3K4VL0UI+uekAAcaKTE4g0kB20xRFb70VOAthjcQF5zQUKAgDQcpIONgIDphXRkbWMUlKJY1w1cR4f7NKXKOhbNwelxoK0OAqQQECqIEaSuFTite4QK+PRXX3aPCPKAxILiSRmHGiAuKqhrq4UeNFfACFhF5ZboboyizVHnZbA17PH6VHRhy7aC3FTqvNO3udA57HuNwdm3WmWChtllL4OL5aO6aqFGAfpTcrGPGGV1CMVlRt3Ejl44v0MlM0PbWHsp2n95wIGC+OpDJLTkyClgSZYIAC1LdxMUhzVuEw/ua6us+uW3Qn/8C/3X1zn0htHPcBCJ9cA8CXbggkgAm8ZaBSAQcUB5D7uTngiACaPiViAchAMwgIgowAInhCadBcyZmwBUPAiDgSC3QNbOaBe+ZEFSOAPQYm4U6NLJjNgtalGR0VQQ1m0U7AklaEUARmYN61Ehp4JQ+PnGHh9Kd4CRORDRY3wuyYYClW3AAuZaWSYwZx5mN1UMnQGBW4MuJmLmFB5zwoYILga8gIMtCH2op5zeYlKPLdZ9E89dtRxrGqDWgQHpUDmmO0OmloKqjKKChAkIqC/SReWeprFIgpH0bKmllq7R64GCtuLZxaq689tnrr8olCemTwBY7ghak7mrspW8us+wos7TpB+20Rcl0HbHUQptnoNlC++lAHyzZLa+Ljmtugeem29us6n4TAQA7AAAAAAAAAAAA) (5)

где *xj* — компоненты вектора *x*.

Значения параметров в случае линейной регрессии находят с помощью метода наименьших квадратов. Использование этого метода обосновано предположением о гауссовом распределении случайной переменной.

Разности *yi – f(xi)* между фактическими значениями зависимой переменной и восстановленными называются регрессионными остатками (residuals). В литературе используются также синонимы: невязки и ошибки. Одной из важных оценок критерия качества полученной зависимости является сумма квадратов остатков, вычисляемая по формуле

![SSE=\|f(\mathbf{x}_i)-y_i\|_2=\sum_{i=1}^N(y_i-f(\mathbf{w},\mathbf{x}_i))^2.](data:image/gif;base64,R0lGODdhQAEyAPMAAP///9XV1crKysDAwLW1tampqZ6enm5ubmJiYlRUVEZGRjg4OCgoKBgYGAAAAAAAACH5BAEAAAAALAAAAABAATIAAAT/EMhJq7046827/2Aoak7iUA7inGPrvnAsz3Rt396gJMI0sLigcEgsGo9CgcMABDSR0Kh0Sq12AifHYPK0er/gsPijBBwOkvJ4zW67oY7erxd/2+/4/AcbkNQdfXqCg4RtfGlZgYWLjI1HagBKTI6UlZYxPwUUBwg9l5+goRYrKkCQoqipqqtFWCuKrLEbKyW0trcrJimesjFakYC9whcIDQ4LHQMqCwwIwzCmXc+yAgkNC1s5CQnTLk3SeeAZWC/BROIw1Qw8ZHUW5FXwRuZcsBWng+Kuiocu/ULoYAxY0ICdB3kT/hHZl5BeK4cKUfDSoIQWgSYVV1zkUkIXLRPQ/zJoURNxRMkaAWEUa+DMn8NzA0i+fAirJD4MJjwpQyMhp4SdFRYkyCZBQUtvGPC5i3ET5ZBq14iKWFpE6UQk+PBhuXrhh1R3XiVSQKBAqhOzUzFQPWlyJo2U6RKs43rFbZC1dhdCpHcoIFm0Ev6SAMIC7iy19wx7oGpDsYuBBeluaAowcRXG7pRocrIBwTrAnoeKREbHj69RDhSs4ELX1YGYKw5InkBZrUNxjl2sPPqBsZPbvlKv9sMLi2yOxDG4hu3gOMUnalLYmix3wS4K6qx3qqBDdQmeF3DhGoUYxYWtABSo7gHysAfN0UQuFj+dojVsIbrAp51bvnkJWBRg1P9PAwKgwnl1qFdHeySQN4IAyzRzT4S8GahAJGe9dYFS4QVyTDa+OdhBHD+w5l9Vchm02CgClJgcU08QJgABBQqmBGDmfPhigxX0Z4F1GQCJAmFcnMZij7PkRhh933jCFmdHDMSAY+C48ySTXWBWgWC/AZiXH0qK6EICFVJAZo/6+YhkBREFNFx5//Xmg5amIbHNbOHBOceaILSJJnIAPAkmj3EWCYJS2SBKgQ4VKsEVlm8aSoGflkkgJEInrijBGYQmiWUHjuYHJ6cxUAooAEI2BcmlcGUZAieJljABrIhw40MCyCyKAHjlWHATZtwooR4w9myoJIiASUpEqPnR9Uv/hjAeOQFZwAyrhCLDySrshddykBU6kTpxES0TOTDuCuV2hItzIfXIVVYHoDtAvF+a2CctZfL51K4PSuNKCjP4dooA9LZILywI2EqwvAePeFWIp4bD5kyC3lusBwW4WRUC24nwZMYylFSxBS6+oNDI+Ux8McQaMMRfCye/omwQnOA5i2Qx1/uOWyxnyoHLiFT6iYwlq5wfARt5ebFIPXSLAtJEeinzDMzWZXRyTnMBdW8tgoPyy71trfSkOhMCBNA7L42YlWWTPbV5SxG2RdYmtw0MV/38W2wWNrut9tdOqJ0n2zXZLUhumHJQsuE5fCNpbe30fautOzd+Q+I1LG4PquN6qAnCswB9paznaSRwYTIIMJNvfsnaAfowpC8GMkCzQyn0g9ZcA+kKBOkITe2dA99L7HUR3/Kb0vTMQS27ixdyuHi4Mo3xbKTZzfXYR4Feu9l37z3ZfVAvQtHfl9+IZnVGQYr57DciHS2XtS///CPSb78saEMq5v38h2Ju0iMQX/8GGAa+IYWACLQE+USVwAa6zyz605cDJxg8zwmQghgcgvSm8r4MTiACADsAAAAAAAAAAAA=) (6)

где *SSE* — Sum of Squared Errors, сумма квадратичных ошибок.

Дисперсия остатков вычисляется по формуле

![\bar{\sigma}^2_\nu=\frac{SSE}{N-2}=MSE.](data:image/gif;base64,R0lGODdhmAAbAPMAAP///9XV1crKysDAwLW1tampqZ6enpKSkm5ubmJiYlRUVEZGRjg4OCgoKBgYGAAAACH5BAEAAAAALAAAAACYABsAAAT/EMhJq704z/D6G8/mfaH0JGOHamzrvnAsu5wggTZQ308OgJbPbEgsGos9SgmQnCxNwaN0SpUKL1dMSVB6Vr9gnSfw7QjIFTO6AhwkEOF4XMhdT7kdOwD/0CMUHQoDcoRVS1xhAUAWik+IUJCFkjNPXoYZTxxoW5aTni+PR6F7nBSjo6Q+Vg+AlhwKraYjBEuBrR6AmCkeQapFCAmDpGjAwnUTIAUUbnBfBQsOXhwHDIIUgDnMFdXCEgsJop1DD7RjTuV5Tie7CL5WBgxeDwUKC90/WUyqCfZp9zM7Pgm8wIGJoxAdKvD7l6ZWpAwcVCSUoInJwIsiDCqxMXFCggbW/7Qw2GOxJMQmB5WZVLIrRcOWMGPGfDnzAqKFEhAN+FZBgIIG8RL42rkgUDMWFR+u44XxYpKd4PQBwNkTBYMGUT0uIJkPkypxTTEmTfioI4Z4DZ2oxSTLE6tKKMAyMidlLIMCfUzIBaAgq14LqNKIsLMuI0uZGRYo+CqDTt7DNXvWavAYalsl9yzLcod5WJBuTcIZqNR4QmAZyZwwEDZAwUgKxXKyWuaazRt1c9NFkU2lYJa9ux9SWvrXIKyO5EZ8ZXXLQzvcpcXoKYIIQbPToICHjcNlwDEqT5OEpsR5u6QHox9PGcuRMOLL5geaAZMUkfoYAePrD2cavfa5ZPy33xmAbMwDm1AzcKGSgAQSKNEhDDoRl1kNyhABADsAAAAAAAAAAAA=) (7)

где *MSE* — Mean Squared Error, среднеквадратичная ошибка.

**Метод наименьших квадратов (расчёт коэффициентов).**

На практике линия регрессии чаще всего ищется в виде линейной функции *Y* = *b*0 + *b*1*X*1 + *b*2 *X*2 + ... + *bn* *Xn* (линейная регрессия), наилучшим образом приближающей искомую кривую. Делается это с помощью метода наименьших квадратов, когда минимизируется сумма квадратов отклонений реально наблюдаемых *Y* от их оценок ![\hat{Y}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAATBAMAAAC97EqZAAAALVBMVEX///8AAABAQECKiopQUFCenp50dHS2trbMzMwwMDAWFhYiIiIMDAxiYmLm5uYnC6vqAAAAaUlEQVQIHWNgYGBgMgASIODsCqHZAtgKICw0slNwGQMDt4wDA8PFAAYGZiDN8HACA0MvSBm3HAMfSICBWYyBCUQzMEgz+EEYE99CzQvcDBFgYFSAMgqBBoHBRSjNsAvGEIEw+LRl9EAsAI6bDYEO263vAAAAAElFTkSuQmCC) (имеются в виду оценки с помощью прямой линии, претендующей на то, чтобы представлять искомую регрессионную зависимость):

![\sum_{k=1}^{M} (Y_k-\hat{Y_k})^2 \to min](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAALQAAAAzBAMAAADMVj9hAAAAMFBMVEX///8AAABiYmIEBARAQECKiorMzMxQUFAiIiJ0dHTm5uaenp4WFha2trYMDAwwMDBYtc0/AAAD00lEQVRYCe1WX2hTVxj/5Sb35uamae9l2nX+qXEOLYpYKFMoPmQwnM49JEIZk62EPdSujBlRUHwxefClDBbKkA3pdjsLugc1K93LBlv6VLZuIy2M/WEPFfYHN4R0OEVkq993Tu5NTNKkai578Qf5zu/7vt/5zsmXc88NQNgSAxJbmbUcR9LQTrW8qih4rhfqSW9KR/uRm/Oo9Lfaz6YnpbX4ATWc96R0yN52OJjypLSCL3JtOS9KG8ezRyPHTntR+nHNh+1AqPCwM5vOG/vXkUztWtUqfXu/IXzX19fXRK7Gg0lZ24hGep1VGo3H1oqssTBTZGILr4EhQdjE+gYKN9X2BIkZ4d/JOBsTkbpmnKIFY2PdXFVQs/KlyEUad+Co9RWgd6fuk2lLG7JA5g8KBmwywTyZFRAsuInEkyWqARo1ZXMOUFNuWhKFO/Ayc4MkGLSZ1scEzS8hYJW5ngQmaO7rTtIZjU20blR4B6l3XzvxJuO1flfwJjHdhJFyIw7JANwwwo/A9Mhrkjez812uYhsx9SkE3IBLElnEpOOHZlmmm2hIQlbUyZ9l0oU616AvHbSlSs/J0bH0ExFCPer7o298mMXCXag96tioTGfco7SbA0sfFWS80nas21lyA9HKONAh3I/9t7A/HjERPQPmL0jRBedoYx0HPhF7lynXhrviJV79QgqnOHGYDsY7iJiqfV3wm1IdtmKSwOTRR97VRWYYYowIuobO3X/MlBgZhiGyQ0MnbPYSwLNQ8ojQ9oj/xjHC8aQYIEvP55z52jLjb05G+GA/w0yJkWEERXZ5OZNl7xSMTugpBNPMNfH9afm/OMcQgc1E9Ljwy0YxiYtOVTcEt4RqFmovJgrw00KzvH0BXSzL9Aabt+njv/we0zL0PPH+n9L0pLtqmQ0kxbgegSI+MOLzdpYur/aoVN2WGrL/MOMH/5fPLzEtw5eipsx9lgbaCuUoM0W4dBu2Z3FbQY+aJO5LitJK0dW+S915qftF+vNKlSoxOfOrDWUPh/yVcZeHivDb+HInhs+DeOBpkXnVzeOKQ88OOqxi1AcWyZuuiDShkT9LApX66HxZ0xeqneaDSV9T/mq12TqRt5Kl4A/UjVJvtHTHeK10GHcKiMRqEytE3JOndJLilRVU5bB8rst+A6bvEw/V97usNKma/yHY3qBWVeo5y0G8KvPI7qcDDh651OMC/1sH5PUuln+Ax2x12xXXO0sP7V7dhNWryi/ClpcW17vYSatL8/U++TzBRqtLy+vdk13L692T0ny9T9Jb/2brGyKud7HpqTX0Cmkh7gElVNHWq3QYQwAAAABJRU5ErkJggg==), (8)

где *M* — объём выборки. Этот подход основан на том известном факте, что фигурирующая в приведённом выражении сумма принимает минимальное значение именно для того случая, когда *Y* = *y*(*x*1, *x*2, ... *xn*).

Для решения задачи регрессионного анализа методом наименьших квадратов вводится понятие функции невязки, формула:

![\sigma(\bar{b})=\frac{1}{2}\sum_{k=1}^{M}{(Y_k-\hat{Y}_k)^2}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAMIAAAAzBAMAAAA3Acq+AAAAMFBMVEX///8AAADm5uZAQEAWFhYMDAwwMDCenp4EBARiYmLMzMy2trZ0dHRQUFCKiooiIiIjXiBEAAAEIklEQVRYCeVWXWgUVxT+9ie7s7PZn6mNP9TUCSGFIsU1CYg0DypCKS3UF2lpX1aDQi2tG9KivqX2JfEHNm01CgpTKcVWLBu0j6VJhYL44OK7OiA+iG3dYosvIp575/7Mzv6wa2afemDnnPN93z1n9s6dPQt0bqmvgOw6p/MFXSvNu8DlWtfLuljQfxH4q9rFgk6lw1KYMuxkvCSz8Lz5nqyVilcuDckkPB+dVB1+ji25n4dXWVc6KMPfU3fs2zIJ06sO5eT7eCvMyrKW7PDGCbP466At4RC97BBiyUCp/2WH/kpgF2R6b2zsTRn7fde7dP0TtfzI6VbdlIQCr4Mxu5PZB7Ozx/1kkzjrZhwBR8vpGa2wWRjVuYq8DhnL5cjGb1d7jO251lcSJPNYowRe3yZbOGZNkhbYflRov3BYoO5ToI3uBkGV6CuKWID5TwEYVUAw+O5lgUSrLFjAD9a7QG6AZ1qs0ZhNaGabpMwiEHGB1yTQ4LOWrOUQx/TzJZp5ElR6hUZJgvu2JHIOsEhZjFa1sM16S+neHWCoCPzYINboFnoQOxT/PUWn6JOuKSgY9K21NcT0uTy8HdNwHfobMH3hoSTPU/CYJTPs0tTSlq8702fXI9ao1KgB07LydEDHd+8u4hlJ587tBZ40rpHI8joZgeuxAbc0oiKF5sSOH17YfMjBMdqgQfwBbGXKcf52+W6ZL89ZFVWG9MCe1zWgGI3Gyhw0j8MoAS8B/bswBbQZYtEvj6o6pAem2DdvMIVmqpxLFBBfAvIARcvAN4EVFjOBTa1SJOnpeBfoeO/i2E/MLvBQoSmiySIVREq8g+FiX2MHLhKXDN8bnuTZdZEWemXM/cw+5pRCRYdFEhJB33rIxkmxS82fA0aoojC+S/OU5FwJSa9QsUsXgU+J+4g6IEv7PCGFTfxTjZEe+Jc+xsabGuWRQmNLPO+zszUKPgPiDrvHdzja9JKoapj0wCB9rh7apFEeKTRe4bk5cZb5a/RTM8EG0AzL/DY9PirS0z6Y9NHxAWLO+Noy3ocaPj0wIrJkoQ6mt6SM/zwou81HST2e3fehKuTotEpZEPO+ERJOHUwEnYQyx36xBeWSl3rkI/0C9juOHvAj4D+1hFypQymh0x2pMdD8UFDpKgVSb9YSbNIEjKPpQj36p5cW61GgrwiDdxgpCWreYYHQC6yZSwRAb36m7ADM0iF+M4/5a3vpwZ4NXNJk3gaWfh3I26TLDpEx/vPBLq+2kb4gNcfWJf+W5r5gmdbLMsXWXDjMo3DKtK6S5CepNb9yht6Q8sqrtKlgvn32fJV4MWkoqn9V2yztkDLofLqkFeMEeKDHUIclOpTpSdOrDnrS9KoDTZrhMTKb/fHpielJ06sOetL0qgPNlGH6wzLZs13Sk+bIqqWuHsNzPVPmM4F9qC8AAAAASUVORK5CYII=) (9)

Условие минимума функции невязки:

![\left\{ \begin{matrix}
\frac{d\sigma(\bar{b})}{db_i}=0 \\
i=0...N
\end{matrix} \right.
\Leftrightarrow
\left\{ \begin{matrix}
\sum_{i=1}^{M}{My_i}=\sum_{i=1}^{M}{\sum_{j=1}^{N}{b_jx_{i,j}}}+b_0M \\
\sum_{i=1}^{M}{y_ix_{i,k}}=\sum_{i=1}^{M}{\sum_{j=1}^{N}{b_jx_{i,j}x_{i,k}}}+Mb_0\sum_{i=1}^{M}{x_{i,k}} \\
k=1...N
\end{matrix} \right.](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAjkAAABLCAMAAAClQGa8AAAANlBMVEX///8AAACKiooWFhbm5uYwMDBiYmIiIiK2trZAQEDMzMwMDAxQUFCenp4EBAR0dHR8fHxKSkorbkfkAAAPjUlEQVR4Ae1dibarrA5Gi1at1v++/8vehHkIQuyw27PqOmeLEDJghAh8Voh/+xjvszJw68blDZYyxcmxW0Gr8Y5/f8dHtYCcr6iPHC9vUYsrblk7CYqNb1HuJ4TTAv10R/Jpfs9TzRW3ywt4zTRxTPrRvqUFRnGHh3oSt+0jxY1iA8/e36Lbvypkvz92b2/d7WKO272Do1ctNYrLJOQiuye3G1dckV7c9t9g9cjNGboHx/qtCyIZ2V87Hd/0Yt7FJvqg0Km5D93NXuzdZeaE0FxxNP0CT0t/Iz1nuXY6trca8s8Ei0dM5ivwjhrXRx1HiFW9pjhlNxylRC/FuMLtocMcaFpDL2cVqbra9QRXHEmvhqn7TIc5ptesq1KmyFk8YnJZzt+VrN3wuPBLF92BDTsx+L/BcCUu5FC4953pZ/bZ9T6tinDFFeghyrHuG0ueuL4M1fFhCQ6CxUMmB6w/JLl0J1op033pVDfj8nsh1/sulkFM8MAnjaqoRtlpj9qWG3to4IrL6Zf5roIx+qkZ2b4shBqhXQMIgsVDJnvOUaq/UI0bkbzqYnhGlwNDk45t2rUcRadfa3qZ9+tVNlxxTPor25czzyFYPGYy2SYPh6gk17ZM+yLURl2mGowjlCmiEtmLm5rm6cWmO71lH7ATGtqidaY4waPvxnEfgod52sdZQlZkQnKR9DkpCxjOMpMTDvzLaxwk8Bk8UGPqbLjxABNV9cZiBOHzFW/EMolVzRdCWLRiRtwBzfZtH87xreGJE4JDP2HAH/jJAr3j9QpB0dEbYKxeygIsy01W7fbAnzluLILTigeR/4SsvqNjRD7ryb9mN1SGnmXGt3W4Jxf1KG+LUFO6rVEXTxxMSDLUUzHK5hsGu8EL3IDoLSA1MvaclAVQZyanHLjXSy1CMPrKI4fnCnX0z/McMXImQaAZR+hrNhgS9DAnxYJOo1p8aglQWeLAXga9ilH0a9eAwRiOWyaeF4Fuqsy1ZOw5lsWy7qu5gZnJrurJRK3LGe14+5IF5yd6jrjhs9l2SLghfYdDP4Q55pFYsQ/SgWXTQ8IQp5Rqp1evXYNyX6uJ74FsDoy0xtZBDal39df6j2WBTPRzQJlsGJw83bL+eQ9zemjc/q7c9jBAOyn9iZ7TM/TrodWnDuMHG+bAeICOl4zc5ThHcMRh47TTS9X+8e4L5db2GUZ22WF9RhVYFhs+DXpCizI5Y8LKyAONJeysUSGpY8hdLwexuNeIn+c5S7rIEPTrWovBPqRqzBeyG/GB0GEOJHDxTM2fjYPp34+UZ4kDRhk9vMah4waH1U8ttPU4QbXrMBnUwTAHew2vmylz9RPPgXxgsWPuVfXF+Cc12VU+lcg9ZwxmEyZMm8dFRsqdEpZVeprnyIv3CyMlzujHu89QFuolC/c2f4EHA4eIXQ71R4QnDu5Zrp4bbbS6gX5AK3GBH6J2DJNhtnvBoQ7+ed1MmW/Q+OYYFqP3HMpkX/tMKvGcdRyxCcdb193hKR6xEefrrtZXwr7ojCiiztM856pnhAkRLst5znzr8PmGVpXzBZY7NcU07COmpdBdrKtHJTjisH4DvXD6LbNubwnLJ1B3GXbwmB0DTq+bKfO6xZ5jWLg+hzbZ1z6Tij0HVpcFDLOwSijVfP6MN+Q2iQkVq840L/M48l7fn+U5s+qRnf2ghO/Xba67MzYjP6s3mN24Ul7scrjicno7EjmWMFz6PtHmZpMhgW5JWew5hoGOc+pdqJXHOkees0DvOF2EinRU/4p9DYY5aqtCzXPkDR6LnjShpNJ/kfgSVTU/CT/XXvfrcrYHBpfEnQkYYySxq1jpMsGk2eHBFZfT65Goql/WVSndNhWHJWX0+wHekRcMFap1oluHvdu4yh07DtVn4zYFtHvG57CmgpqEVZHmYbuHhf+LxIclnDQ4e3DAtomwX3clFc+Z4IFRT/2shmhXLU9wxRH0MO6o/iBkTujnZwMNodJtUOZmZSEvm55mN59js552jm4dOsll23vwnFVF/jv83WYI2PAprHmOnrEg1trKyj5ltIJwcrLHNg6dWkQN+nUjnrgzgWI9DLSVrsZQc8WR9NDA+HiGR65f7HKeFm9NqcxTvToVeQ7sooMG7MFtRuU4QmInCAEbPozqPetIHT0Zop+II7qg7CmeM9yTA4Mz7NflPOhjRp/I70ygCCPJFUfSq6D5WL9ZrHH05nTcRbnMEb08EXtOJi5Ysq1tuVy058wNryZOzFM8x3ELE+mYs8H0/4tCRRTLF5eMNpl+8lZ62+iXclnYBC9OVzxncX3qEj4A1OTqZ3nOi5vtYfZ/P9o8akLFc8RkH9TQcUihP88hm4XM/ITRhlSMkVnznHZWL/IcJuq2Xd8jSqZQLtT3I0YbbT/T0qDRIs9BsNLhEVTMk3oi/9kRMhd1m+t1Iocr9HuhvlxLfWNGnuOzKykqzjHbHOxsfoWDLm6IkLmo2ya5NSKu0O+F+nIt9S13znN8/SB1YiZwr4t/M8hX28MV+r1QX66l/n4Xbx1s0zEbczzxcUriHCxv9WENNlkWUbSvAflqW7hCi/QfD/Utan62eYNbF/sFLF6ZjTlx/sEVrNCW5iAKtUIcLI2ihX17ZZBvgSsjmyuUpj+A+goCqMvQr4U0x/1SMmnNzzfvVMQ7wTadZKWuxQqKxqwBm1NE0dn9tZhLomiPQb4Rs1MXXKEkvZpwL0F9042Gp9Q8rETgfpPNjVid1Px8867hrfPq6W06ZmMOLl49cMC6lzquuev04bcEYMUgxu80gHwfUMtW5Qot0MNKezIrbAUQQF1bdO6cLa/luF9SZkHzAwz1gX4yvnWW0mzTsRtzbPa5s90Op/b4xCxusavkKNoayDdmd+qKKzSnP4b6UkDdU4q6Stk+lhz3S4CDYYsYG0PtROaJwe78j4rMNh23MScq5F4MqzRH9lWJ1W3lNEyZKFquKjQ9VyiXnrV5gFYxzs09J4M60zK5msdio6tZoxqiPLgw23TMxpyR3jSUVqKv5TU4kqmeMXUc2AicZ9F8ITfF87ZgaElmHKHIgEmfAnUP9DwoCjRPPYfA/aYyTW2W5kfKXO1AEqiFSbNNR2/M2WS0byohrVyO8TdI+ksQMo3Up7oYKNoEz1vH0JLTl2gAQ6iyl0WfAnUP9DwoCts59Zwc95vKdLUZmh8qcwn2UDjmmDDbdPTGnOq+nKhqfJF5TrBu2sN3SrKjHUWb4nmRcxVDm8lTGe1CdX0WfQrUPdDzoChUPPUcqBZDnXVo5dF9vjJD82NlhpbdTutml8u9Bs0pGK3M7io4XWNP3Sg8bzOKNsXz4huHfVG0WCvZ+FWlZqHGbg69CjnasL6NJhCeE0OdNVQVZAbgYLbmFWWu8ReLSIcYFaKNLGrJHNbFHGozc1hlp1ynHUWb4Xn9U2YnAPI9paF8n24Xqusw6C1QFyparXI9XVleFJpAAYEVgi+BOluZuP832QPM0ByQ07aFrOZemcJbua3wlLOFTBBv5Zd8woox+5jheXMM7TXsLotxDnvKk6GkBeqGTZnr6UrzosgERZf0OTnu18oMwMFWAENzmDvECDeaPQqUmW0Hb1k//3wwE7hlax8ZitYOPE4vC6KFjcWw39jjeUkM7V1OGgrjqlMJjlCsn9HnUF9h1eRgfRtNSDwHA5IY92tlOqCeMzrTvNy8NWW24uqDk/ZwQsGD4CYTjO5Jp0OgaG1HqWsHIFoR4XlJDO102Sa1CZ8Q7bNYQqEaQe8GIsM1UNMAdRuwvq0mJJ6jpuhjqLORGYCDtV6E5qXmrSvThRvO7bdWfKtGqQMMJ4BV1Mu7HLo7Y/4n/UxgAj+LpJsLH9RHeF4SQzveFOqBYhPksYRCvQb6AGnRjvVtNSHyHBL3m4KDrbENmtvmrSsT7rKw3+u0gpLzIYZzsh+Nq2NrA7Zj5LiAIAjKYJytg3zVYOvjNl3dXV83+O2HaKCO+OsLrtCcnoD6UhidDGHl9ARTHVKgbkLkOYRBLisFB+eat2GonZ5Re4ae40TSicOdW+NiXpTim09zcrnxzq4kfKuAfMt4Xoehhf60q/20Ak+oniZ1+sMthxhcf1jimVhfBRcTCAMmTGjv02NwMNdSZyXdngzP0S909JII9A+DeofDr7y0H9Fu0hhIUgX5wo6kAp7XYmgXeDqHypwCU2iCrVRKUlBfqs9x77i2fayecJ2W2aIWEyy7/ByBg7mWena0MgzP0dFsYYc67KdUa074jth+hJ5DomhdR+l42oFY1PC8TS7MFUrS54NNEOc4xeM757JVn1goazLBczpMkZofNG/GLFXGe84yqi8CZzVsxiEqZoI35BvGyKzBCr4q5B82EkX7AMg3tdTaEZ25Qkl6HTS/AOvbZEJkT/mC1JzTvKky/taZFUQlm5o0O/ScHeLQEbdsnPcc0mjVUQYlGYg2KIuTvM4vqssX6v1fM8rULCOsDrC+D5gQ2VO+YFiaKeM8x6wglqUceg46jIRJBV6YE/U5ZckfX1IYbD5e74cUdJ5jVhDLzKqeI6539TpQZpGVhKNVVvgtGf8C1PdEWzvPgTCvMlGgd12REfKi1oe2rucNVv9En1MeiE7cji+qEngOrLDaWTMqzjnCcGKYA8ddf0G13fx/os9pN/efovSeg2vqafwcmXowE2i6mpX7+3g/z4la+KsuvOfA+pjpOgoGeAynvIOr+D+wJ01XWWIsQ4FPkP29nkOB4QLDbFKWFmNOLvRZvh9w9p6zXHf8TNrB4TCc3mlUClfd9HDVPjGuxXyv58C0b7j3p9BqS/LjRgHZuYW+gMFfJ73n/IUmX+w5JBgubkM5zGXPObfQFwv406uf55xsfhIMl/Eaiu+r5xb6MgF/l/HznJNtX1j5TbiVPefcQl/C/i8v818peqc2XzxaQZgj4fc1K61V9JyTC30Vce8srv0y2mt1+V7PgTAHVloGu6OSnACDtit6zsmFvtfeDhb3qfZrjCxuXOLv9Zzxhkt0S21PSdFzTi70cRv4lfTD69EPZfW/13OuCrNTtsyUHHrOiYW+qsB3EiSfVXmn6C9et+rGFTYlVo+S55xd6KsKfCeBvLbMab1Go+f9Xvlr9CtyxdmcHeCThwt9ULvkOWcX+ooK/U3Brn5K5k9kd3/ntQ/Zi7M5O4THhwt9IKHkOWcX+h5S+p+qPP9pgH6+KXE2ByCUtd9Qs56TLNecX+g7r/G/VnPpyK+GfbyZ+Aut8Ou/laWrde66GX82K/Gc8wt9H98w71Nw/dJO530t9JNUaIFBQ6ILpb/sXwsUW2D+uU6xbX4Fhy3Qw9dzf8cXtcD/AWqhecO87eBGAAAAAElFTkSuQmCC) (10)

Полученная система является системой *N* + 1 линейных уравнений с *N* + 1 неизвестными *b*0 ... *bn*.

Если представить свободные члены левой части уравнений матрицей (11)

![B=\left\{ \begin{matrix}
\sum_{i=1}^{M}{y_i} \\
\sum_{i=1}^{M}{y_ix_{i,1}} \\
... \\
\sum_{i=1}^{M}{y_ix_{i,N}}
\end{matrix} \right\}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAKoAAABmCAMAAABsgvp/AAAAPFBMVEX///9+fn5KSkogICAsLCxaWlo6Ojqmpqbo6OgAAACSkpLR0dEUFBQEBAQLCwu7u7tsbGzU1NRtbW2YmJgTlaHIAAAGrklEQVR4Ae1c2ZakIAwFLBTce+b//3UCirKLEevMQ/PQpUK4VwgISWhC3k98bjVIL1n3PtojhKFtlPywjo+qwQmv053moYNUMD1nt9H43N+WsQVEK7cetR+q61GOjUmjhLTqEpxMApiK5j6s+Mj772fRSjElnbS7uGv3W06ajgwdkUD4dvokmqWoIu4QckS42wbLtED2QAlbyUo6+z0csdyNmPe+yRVK5A1SphW1cfMW1Xt0ICujgiBUVVGgUqkPKjE5p+WGya2XQlFOSDfD2yFUVQNNEmpApdntZK+OXuqJ6Xw6sIkS8SEdl+1wPr5x1ebaJlcP9L9qqmRq8aqVqJNKiXvHLqeqACZGqcZSURKcqbJ9WvdVNVeISahLwUWOpcOACf4BoHmbflOQl4h4wbV0Jlw60sC3ZLjohhepavzUm9rPl40lneDhoJo3nl6kemOq1wuYVrEU6Y/ue1SHuVRVYapVM+aFqr43rMToTwB+3w78KKEWaFpVez0VfFkB2mDW9fqW0vGYnNRHbAVVpQJWCan0lgJwd3kYXcHBOmtPwJo3oKoDmdOz/EtUe3f1RKGtwr49qRLRkVl1Q5+eAPC6+vPnz49plOB3cYcUhy+i7tuBm6Qa76DK1EpGr28+tE82axYxoGA9yHWHPaSGjs1qYRvp24MqNKhQ6kpI2wcqfmDmEI9CsYucYKs2KXZSY0X1rehMUhPZQZVT2uyzwTEphJg5xLC09eS2oOrbk6qq6aBKlgzDA/M2opG8Lej3LeXT59Za+TYimiopaTlTe+wXTfWvlH9jFTrPqtpTihAd+P2mSLCqPaUIMUa1qDse2FNCzCLEUMzfPtS3p4SYlai+YU/xyVaiSl6wp1Sj6iv5C/YUj6uP6GWnb33BN+wpLrqP6OZm7gLNecGe4sIHiG52+i4UrG9PcdFDRDc/eRcKPrGnCMYoWXl6twI8QsQkOTcjIoi3p4hVkJEtvWvqdAGrUiVoewqD5SsYWJavtaqG85oifuvbU9Sia9qNFcce3Np861oi/Riv3X8aE3xiT1mMh8Dswe3Nd3Wqj+wpEWfWuUsIqFLWfGBHydpjf+43pXUftqq9+dsKHn25y1ldGthTPspwAHtAaw+eoUrEZoju8/boDRdsyJ5NCm9P6eUiJti8wDxg21c8qkLK0/bW7xbsUZkPL1LgtXhgT+nHvh2aTtmr7D24R5XMlt+C7T6TEqq2nHqrR/YUoaaATe0s+4pPlVmukHEzNC1Z38nW2p3nRapmT9H2lV5vGX2q4CkxppddVcXOeOOU+Nu4DhR7SD2zp+g9+Ac8SZHNNz80AIYTGD94eypvgicMAM/OX9Geohs0MQc1xl3AJmWmofNpSDDGMP1r8aYeUyvLusTbU8AwGE1i1N5a8I1vqtq5fRuR6afsx9pI4O0pumVNNc4vm5S67qpKiDXQnGLHTSHVx/aUA/C82KiaWXU4e9dWALshyxTgBKh1ZRTAzKrtMSWkEfxhlS5ZNcfsNXdVXcHDfJ28yepaoEYJcHqrajh8C1R/f8pc4P4noAaTqzqsT8BVUSff/7A6me/csHQEShYwWK5kS1fJzAdLpCHCRWC6bJ0cWASWjKIQLFxah2XqPkEjogXR/NGIaMFfqpkW+G3VNxrnt1X/k1YdJohgOP9kWEWz0P2IMHefLPVVlE/mIQJxqw0tmCGTz0IjorsjzyeTi0ZEC2bI5LPQiGjBPJ9MLhoRLZghk89CI6KVPM8nk4tGRAtmyOSz0IjX3VE1xALe4hox8arXglVDLN6lWjXEohLVb4RYPKFqKfk3QiyAqoUIdzeSLfiFEAtgZiPeIOqNR2P22muocWQlJHM9kEMZ/cQRfD/EAjAdxASr6GNX8PUQi3pUydshFhWpPgmxICUxFtUUgBB8iAUpirGoSDVwZUU1XD0MjqwUxVjUpIo/sqJcP0GMBcTDKWs6n5lxVroDWb10YQoEn4RYgPrsHnsTYwGNv2r3yenvCxALmcI5Dss7D0KPQixIJMZiFepkC2iLSehTbI53Xh1a8z14d0IsSCTGguujApa3DG/Sd50I+BALkoixgCaFZrWo4h0lw2S54h6EWEDQQyzGYgH/eT9bVB+cY4Uhehw4eRRiQaIxFhDHAkewztP5cDoY57TQqn58TKuFWJAzxkKPfKqPvu9gm1/dDLKbv+0WOWIPqWchFtsZFoix0Ad0gY2hByfZz1nrJsut+Pb/ASqGWGx++XOCMqz4dhrH3Nb9xYdYqMNXX034EIs3Ih7yr+5/EvKlb+T+Aw9YRlxWEOVcAAAAAElFTkSuQmCC) (11)

а коэффициенты при неизвестных в правой части матрицей (12)

![A=\left\{ \begin{matrix}
M & \sum_{i=1}^{M}{x_{i,1}} & \sum_{i=1}^{M}{x_{i,2}} & ... & \sum_{i=1}^{M}{x_{i,N}} \\
\sum_{i=1}^{M}{x_{i,1}} & \sum_{i=1}^{M}{x_{i,1}x_{i,1}} & \sum_{i=1}^{M}{x_{i,2}x_{i,1}} & ... & \sum_{i=1}^{M}{x_{i,N}x_{i,1}} \\
\sum_{i=1}^{M}{x_{i,2}} & \sum_{i=1}^{M}{x_{i,1}x_{i,2}} & \sum_{i=1}^{M}{x_{i,2}x_{i,2}} & ... &  \sum_{i=1}^{M}{x_{i,N}x_{i,2}} \\
... & ... & ... & ... & ... \\
\sum_{i=1}^{M}{x_{i,N}} & \sum_{i=1}^{M}{x_{i,1}x_{i,N}} & \sum_{i=1}^{M}{x_{i,2}x_{i,N}} & ... &  \sum_{i=1}^{M}{x_{i,N}x_{i,N}}
\end{matrix} \right\}](data:image/png;base64,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) (12)

то получаем матричное уравнение ![A \times X = B](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGIAAAAPCAMAAAAoEeq4AAAAM1BMVEX////R0dHo6OgLCwtsbGxaWloAAABKSko6OjoEBAQgICCmpqYsLCySkpJ+fn67u7sUFBQi2IoeAAABc0lEQVQ4EbVTyZbEIAjEDbdE+/+/dhDROIlv0pfx0BIbKCgKgHmUnuZ/Gca+ZHYhJU8+OaVQXnyLT4dzzoe8ODp0y9fWVJj4Pb0VQ14auYqzXxymPLYK/z4HNjLLWwstyYmKc30iX+0n6NhLnC8bI7dOv0IAb3r8BZEtpAUiyOjPG3nGQD032M+nT+C3enFzAKSrJaiJMcrnprKC/huW5ii0IBGcpcF7XGphjAcC6Cj9L65bk8acc3ZhtqzbpB3PcgRQ+icCKCNTHG4kzOuMR7p9JIRczCQ6nPQdcNUwFGNuLFH7VmHneMm2NYWgjKLv7BqkvUPEeovWlD7FB/DNq33KVgDIJkFfiLxsCUmTiDK/MXTT2Tnq6okvlpxbFnJsxWja9iWBdb15DvW3oDzXT7p9P2MrQh9dJcHyWSBk0qJd/lcfvRKLUyUSt7lkFDY2iSsf+YYSMDrph3a9x9WhiOxjZ6gYNNNtk7w9OY+pMXiElu8HivkJg4ewCBEAAAAASUVORK5CYII=), которое легко решается методом Гаусса. Полученная матрица будет матрицей (13), содержащей коэффициенты уравнения линии регрессии:

![X=\left\{ \begin{matrix}
b_0 \\
b_1 \\
... \\
b_N
\end{matrix} \right\}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGIAAABgCAMAAADRs1c3AAAAPFBMVEX///9aWlo6OjogICBKSkqmpqZ+fn7R0dEAAABsbGwsLCzo6OgLCwu7u7uSkpIEBAQUFBTU1NRtbW2YmJj83+toAAAEMElEQVRoBe1a23asIAzFG6Iww3T6//96EC9kY9BMtWudh/rQgbB3ggFsElXqh9fguwNm5Z4Ho6IhW5v6CGhH0x6NC8ZOLAQN4/EcTm1U5rVh7JNVZp0ZNsznjd4YuhBOcyq08ZaTy2StcQTYm570UtObKnU+bTlYS03tEVU1TIQMCJrBT9Q1dWFvaVO4PYGJDpfCD0PFuSSDCRQnCHIfprGqYk4BwhJd0kLu4MLG6fyeiLD9+JEEuc20FNooO3QD7FKEHSncjwHXxqVvnQrusg0FA4wOCNrAnU/Fq35M6ht6IgEmUEshyDVh6OH7KpqgOwthVMF5G7nTajda/aaJZ/0cw0n8TRPKxgXQ0VH01OPNnjuHIr7e7y/aj207PakcfSCysB2PF/DT04PS9CYUD+NV5tICt+/oPYQTj4+yXMthX8gVwlhTQq4Qxpr4NuabHUChEIakpfc25s0OoFAIQ9LSE05PCGNNCJ0shAlMFOKoezctH0ddOheZk0txVAZjHVISZtxSHJXBStpYebaOpTgqg7GqSsKM+xdHyRy1xlGqrx7AyPwJY2cd4G5xlNYvGuLcePTWOCrMC6KoG02oJY46MVHVTTOF1l3T1PDvl3cZOEotcdSJCdWbORptRBlgyE1IfLzEUXsT1hiafI+RhBEEfwtBiqneEkftTSgHyV439YQWMmqaSbbcYSqzbxaEc+pBbysRd62Oz3Z15UcaNavgfkj2tGkFCx3NNeKcvQJPWV9IbXc3MbDFgh1smQ058L2DmwqRNr2IAv2BBWVffrNhh15GfXrRvt7m1PolCrUhJWxEJYufmrB1OEpPXEXqJzrxHzqqjYc17FvJ9dlyzw9fO87uGuC8l619smljeaRr/ewh7YyrMEPgzRSO3h6cHb09oCzBZ08Z15LaWxnFjmSPQRYzCbFsVYRxA/gw5xBRFh7m0mfSTgf+S9oNrwIhbIXDr5ArhIHqtSPkCmGrVvgVcoUwUL12hFwhbNUKv0KuEAaq146QK4StWuEXub0PIVj6k5AIS3JJC7lJe2wlBQhLcklLmGEJYaxFIVcIY00IPSCE/Zm44ijhOgph7FoIuUIYa0LoASHsfzBRrEbdmbEWqlHXTMA6lqpRSgGM9XhZCNxSNeqaCdgqpWrUNUeBiVI16j4Txbd695kovtW7z8RWjVJVTBYr164JBPizvHnYEcLdqlHhrdgQc96U3RMYq+ZISLikGjXYJqh/pLIXgR1pY8coN1WjqvCi1SqSeVIYq+dASLmpGhVuIdzGTSZCDrdVZLZq1FSkeTpq4sordagWzW/1lIpviV2bliIvWx24hRni8sS4k8I76XRJs87EIK3eZzUZ1bc+5nXkM4RrH2mEYzYSi2wzfGry42QyKqyxYMIYOf+khiGBqIZPQWBo6oTPftIx340KBWcfL6Wt9Q9T9iGOFz/yRQAAAABJRU5ErkJggg==) (13)

### Генетический алгоритм

Генетический алгоритм — это эвристический алгоритм поиска, используемый для решения задач оптимизации и моделирования путём случайного подбора, комбинирования и вариации искомых параметров с использованием механизмов, напоминающих биологическую эволюцию. Является разновидностью эволюционных вычислений. Отличительной особенностью генетического алгоритма является акцент на использование оператора «скрещивания», который производит операцию рекомбинации решений-кандидатов, роль которой аналогична роли скрещивания в живой природе [4].

Задача формализуется таким образом, чтобы её решение могло быть закодировано в виде вектора («генотипа») генов, где каждый ген может быть битом, числом или неким другим объектом. В классических реализациях ГА предполагается, что генотип имеет фиксированную длину, однако существуют вариации ГА, свободные от этого ограничения.

Некоторым, обычно случайным, образом создаётся множество генотипов начальной популяции. Они оцениваются с использованием «функции приспособленности», в результате чего с каждым генотипом ассоциируется определённое значение («приспособленность»), которое определяет, насколько хорошо описываемый им фенотип решает поставленную задачу.

Из полученного множества решений («поколения») с учётом значения «приспособленности» выбираются решения (обычно лучшие особи имеют большую вероятность быть выбранными), к которым применяются «генетические операторы» (в большинстве случаев «скрещивание» — crossover и «мутация» — mutation), результатом чего является получение новых решений. Для них также вычисляется значение приспособленности, и затем производится отбор («селекция») лучших решений в следующее поколение.

Этот набор действий повторяется итеративно, так моделируется «эволюционный процесс», продолжающийся несколько жизненных циклов (поколений), пока не будет выполнен критерий остановки алгоритма. Таким критерием может быть:

* нахождение глобального, либо субоптимального решения;
* исчерпание числа поколений, отпущенных на эволюцию;
* исчерпание времени, отпущенного на эволюцию.

Генетические алгоритмы служат, главным образом, для поиска решений в многомерных пространствах поиска.

Таким образом, можно выделить следующие этапы генетического алгоритма:

1. Задание целевой функции (приспособленности) для особей популяции

2. Создание начальной популяции

(Начало цикла)

1. Размножение (скрещивание)

2. Мутирование

3. Вычисление значения целевой функции для каждой особи

4. Формирование нового поколения (селекция)

5. Если выполняются условия останова, то

(конец цикла),

иначе

(начало цикла)

Перед первым шагом нужно случайным образом создать начальную популяцию; даже если она окажется совершенно неконкурентоспособной, генетический алгоритм все равно достаточно быстро переведет ее в жизнеспособную популяцию. Таким образом, на первом шаге можно не стараться создать приспособленных особей, достаточно, чтобы они соответствовали формату особей популяции, и на них можно было подсчитать функцию приспособленности. Итогом первого шага является популяция *H*, состоящая из *N* особей.

Размножение в генетических алгоритмах обычно половое — чтобы произвести потомка, нужны несколько родителей, обычно два.

Размножение в разных алгоритмах определяется по-разному — оно, конечно, зависит от представления данных. Главное требование к размножению — потомок или потомки должны иметь возможность унаследовать черты обоих родителей, «смешав» их каким-либо способом.

Почему особи для размножения обычно выбираются из всей популяции *H*, а не из выживших на первом шаге элементов *H*0 (хотя последний вариант тоже имеет право на существование)? Дело в том, что главный бич многих генетических алгоритмов — недостаток разнообразия в особях. Достаточно быстро выделяется один-единственный генотип, который представляет собой локальный максимум, а затем все элементы популяции проигрывают ему отбор, и вся популяция «забивается» копиями этой особи. Есть разные способы борьбы с таким нежелательным эффектом; один из них — выбор для размножения не самых приспособленных, но вообще всех особей.

К мутациям относится все то же самое, что и к размножению: есть некоторая доля мутантов *m*, являющаяся параметром генетического алгоритма, и на шаге мутаций нужно выбрать *mN* особей, а затем изменить их в соответствии с заранее определенными операциями мутации.

На этапе отбора нужно из всей популяции выбрать определенную ее долю, которая останется «в живых» на этом этапе эволюции. Есть разные способы проводить отбор. Вероятность выживания особи *h* должна зависеть от значения функции приспособленности Fitness(*h*). Сама доля выживших *s* обычно является параметром генетического алгоритма, и ее просто задают заранее. По итогам отбора из *N* особей популяции *H* должны остаться *sN* особей, которые войдут в итоговую популяцию *H'*. Остальные особи погибают.

### Искусственные нейронные сети

Искусственные нейронные сети — математические модели, а также их программные или аппаратные реализации, построенные по принципу организации и функционирования биологических нейронных сетей — сетей нервных клеток живого организма. Искусственные нейронные сети представляют собой систему соединённых и взаимодействующих между собой простых процессоров (искусственных нейронов) [4, 5].

Сеть обучается, чтобы для некоторого множества входов давать желаемое (или, по крайней мере, сообразное с ним) множество выходов. Каждое такое входное (или выходное) множество рассматривается как вектор. Обучение осуществляется путем последовательного предъявления входных векторов с одновременной подстройкой весов в соответствии с определенной процедурой. В процессе обучения веса сети постепенно становятся такими, чтобы каждый входной вектор вырабатывал выходной вектор.

Для решения поставленных задач использована нейронная сеть с обучающим алгоритмом обратного распространения ошибки.

На рисунке 2 показан нейрон, используемый в качестве основного строительного блока в сетях обратного распространения. Подается множество входов, идущих либо извне, либо от предшествующего слоя. Каждый из них умножается на вес, и произведения суммируются. Эта сумма, обозначаемая NET, должна быть вычислена для каждого нейрона сети. После того, как величина NET вычислена, она модифицируется с помощью активационной функции и получается сигнал OUT.

На рисунке 3 показана активационная функция (14), обычно используемая для обратного распространения.
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Рисунок 2. Искусственный нейрон с активационнной функцией

![D:\AI\рис32.tif](data:image/png;base64,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)

Рисунок 3. Сигмоидальная активационная функция

Как показывает уравнение (15), эта функция, называемая сигмоидом*,* весьма удобна, так как имеет простую производную, что используется при реализации алгоритма обратного распространения.
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Сигмоид, который иногда называется также логистической, или сжимающей функцией, сужает диапазон изменения NET так, что значение OUT лежит между нулем и единицей. Многослойные нейронные сети обладают большей представляющей мощностью, чем однослойные, только в случае присутствия нелинейности. Сжимающая функция обеспечивает требуемую нелинейность [5].

* 1. Языки программирования, применяемые в обучении
     1. Pascal

Язык Паскаль, названный в честь французского математика и философа Блеза Паскаля (1623-1662), был создан как учебный язык программирования в 1968-71 годах швейцарским ученым Никлаусом Виртом на кафедре информатики Стэнфордского университета. В настоящее время это язык имеет более широкую сферу применения, чем предусматривалось при его создании. Свое признание Паскаль получил с появлением пакета Турбо Паскаль (Turbo Pascal). Этот язык отличается простотой понимания, стройностью и структурностью алгоритмов, быстротой компилятора и удобными средствами создания и отладки программ.

Достоинства:

* Простой синтаксис языка. Небольшое число базовых понятий. Программы на Паскале достаточно легко читаемы.
* Достаточно низкие аппаратные и системные требования, как самого компилятора, так и программ, написанных на Паскале.
* Универсальность языка. Язык Паскаль применим для решения практически всех задач программирования.
* Поддержка структурного программирования, программирования "сверху-вниз", а также объектно-ориентированного программирования.

Недостатки:

* Распространен только в странах бывшего СССР
* Очень мало разработанного ПО
* Морально устарел
  + 1. C

С – компилируемый язык, который в 1969-1973 годах разработал Деннис Ричи. Изначально он разрабатывался для того чтобы реализовать операционную систему Unix, но позже его перенесли и на другие платформы. Успеху языка С способствовало в значительной мере то, что его конструкции очень близки к типичным машинным инструкциям, а это делает возможным его применение во многих проектах – начиная от операционных систем и заканчивая прикладным программным обеспечением для множества устройств и встраиваемых систем.

Достоинства:

* процедурный стиль программирования
* простой и логичный синтаксис
* статическая строгая типизация
* актуален
* прост в изучении
* дает понимание работы ЭВМ

Недостатки:

* достаточно бедная стандартная библиотека
  + 1. C++

C++ — [компилируемый](https://ru.wikipedia.org/wiki/%D0%9A%D0%BE%D0%BC%D0%BF%D0%B8%D0%BB%D0%B8%D1%80%D1%83%D0%B5%D0%BC%D1%8B%D0%B9_%D1%8F%D0%B7%D1%8B%D0%BA_%D0%BF%D1%80%D0%BE%D0%B3%D1%80%D0%B0%D0%BC%D0%BC%D0%B8%D1%80%D0%BE%D0%B2%D0%B0%D0%BD%D0%B8%D1%8F), [статически типизированный](https://ru.wikipedia.org/wiki/%D0%A1%D1%82%D0%B0%D1%82%D0%B8%D1%87%D0%B5%D1%81%D0%BA%D0%B0%D1%8F_%D1%82%D0%B8%D0%BF%D0%B8%D0%B7%D0%B0%D1%86%D0%B8%D1%8F) [язык программирования](https://ru.wikipedia.org/wiki/%D0%AF%D0%B7%D1%8B%D0%BA_%D0%BF%D1%80%D0%BE%D0%B3%D1%80%D0%B0%D0%BC%D0%BC%D0%B8%D1%80%D0%BE%D0%B2%D0%B0%D0%BD%D0%B8%D1%8F) общего назначения.

Поддерживает такие парадигмы программирования, как процедурное программирование, объектно-ориентированное программирование, обобщённое программирование. Язык имеет богатую стандартную библиотеку, которая включает в себя распространённые контейнеры и алгоритмы, ввод-вывод, регулярные выражения, поддержку многопоточности и другие возможности. C++ сочетает свойства как высокоуровневых, так и низкоуровневых языков. В сравнении с его предшественником — языком [C](https://ru.wikipedia.org/wiki/%D0%A1%D0%B8_(%D1%8F%D0%B7%D1%8B%D0%BA_%D0%BF%D1%80%D0%BE%D0%B3%D1%80%D0%B0%D0%BC%D0%BC%D0%B8%D1%80%D0%BE%D0%B2%D0%B0%D0%BD%D0%B8%D1%8F)), — наибольшее внимание уделено поддержке объектно-ориентированного и обобщённого программирования.

C++ широко используется для разработки программного обеспечения, являясь одним из самых популярных языков программирования. Область его применения включает создание операционных систем, разнообразных прикладных программ, драйверов устройств, приложений для встраиваемых систем, высокопроизводительных серверов, а также развлекательных приложений (игр). Существует множество реализаций языка C++, как бесплатных, так и коммерческих и для различных платформ. Например, на платформе x86 это GCC, Visual C++, Intel C++ Compiler, Embarcadero (Borland) C++ Builder и другие. C++ оказал огромное влияние на другие языки программирования, в первую очередь на [Java](https://ru.wikipedia.org/wiki/Java) и [C#](https://ru.wikipedia.org/wiki/C_Sharp).

Синтаксис C++ унаследован от языка [C](https://ru.wikipedia.org/wiki/%D0%A1%D0%B8_(%D1%8F%D0%B7%D1%8B%D0%BA_%D0%BF%D1%80%D0%BE%D0%B3%D1%80%D0%B0%D0%BC%D0%BC%D0%B8%D1%80%D0%BE%D0%B2%D0%B0%D0%BD%D0%B8%D1%8F)). Одним из принципов разработки было сохранение совместимости с C. Тем не менее, C++ не является в строгом смысле надмножеством C; множество программ, которые могут одинаково успешно транслироваться как [компиляторами](https://ru.wikipedia.org/wiki/%D0%9A%D0%BE%D0%BC%D0%BF%D0%B8%D0%BB%D1%8F%D1%82%D0%BE%D1%80) C, так и компиляторами C++, довольно велико, но не включает все возможные программы на C.

Достоинства:

* расширяет язык C
* имеет богатую стандартную библиотеку

Недостатки:

* сложен в изучении
  + 1. Java

История создания языка Java начинается в июне 1991 года, когда Джеймс Гослинг создал проект для использования в одном из своих многочисленных сет-топ проектов. Язык, который рос вне офиса Гослинга, как дуб, **Oak** - первоначальное название Java до 1995 года, после в дальнейшем история Java продолжалась под именем **Green**, а позже был переименован как Java.

Но официальной датой создания языка Java считается 23 мая 1995 года, после выпуска компанией Sun первой реализации Java 1.0. Она гарантировала «**Напиши один раз, запускай везде**», обеспечивая недорогой стоимостью на популярных платформах.

13 ноября 2006 года, Sun выпустила большую часть как свободное и открытое программное обеспечение в соответствии с условиями GNU General Public License (GPL).

После 8 мая 2007 года судьба Java сложилась иначе. Компания завершила процесс, делая все чтобы исходный код был бесплатным и открытым, кроме небольшой части кода, на который компания не имела авторских прав.

Достоинства:

* платформо-независимый
* безопасный
* актуальный

Недостатки:

* менее производительный, по сравнению с C/C++
* полностью объектно-ориентированный
  + 1. Python

Python начал разрабатываться в конце восьмидесятых годов сотрудником Голландского Национального Исследовательского Института Математики и Информатики Гвидо ван Россумом.

Python вобрал в себя черты многих популярных в то время языков программирования: Algol-68, C, C++, Modula-3 ABC, SmallTalk.

Версия 1.0 появилась в 1994 году, 2.0 в 2000-м, а 3.0 в 2008-м году. На данный момент активно развиваются вторая и третья версии этого языка. Поддержка Python'a осуществляется командой разработчиков все того же института, при этом за ван Россумом осталось право решающего голоса в вопросах развития языка.

Достоинства:

* краток и лаконичен
* платформо-независимый

Недостатки:

* динамическая типизация
* низкая производительность
  + 1. Язык ассемблера

Язык ассемблера — машинно-ориентированный язык низкого уровня с командами, не всегда соответствующими командам машины, который может обеспечить дополнительные возможности вроде макрокоманд; автокод, расширенный конструкциями языков программирования высокого уровня, такими как выражения, макрокоманды, средства обеспечения модульности программ.

Автокод — язык программирования, предложения которого по своей структуре в основном подобны командам и обрабатываемым данным конкретного машинного языка.

Язык ассемблера — система обозначений, используемая для представления в удобочитаемой форме программ, записанных в машинном коде. Язык ассемблера позволяет программисту пользоваться алфавитными мнемоническими кодами операций, по своему усмотрению присваивать символические имена регистрам ЭВМ и памяти, а также задавать удобные для себя схемы адресации (например, индексную или косвенную). Кроме того, он позволяет использовать различные системы счисления (например, десятичную или шестнадцатеричную) для представления числовых констант и даёт возможность помечать строки программы метками с символическими именами с тем, чтобы к ним можно было обращаться (по именам, а не по адресам) из других частей программы (например, для передачи управления).

Перевод программы на языке ассемблера в исполнимый машинный код (вычисление выражений, раскрытие макрокоманд, замена мнемоник собственно машинными кодами и символьных адресов на абсолютные или относительные адреса) производится ассемблером — программой-транслятором, которая и дала языку ассемблера его название.

Достоинства:

* высокое быстродействие
* дает понимание работы ЭВМ

Недостатки:

* очень высокий порог вхождения
* системные ограничения
* не применяется в чистом виде

Таблица 1. Сравнение популярных языков программирования

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Язык  Признак | Pascal | C | C++ | Java | Python | Assembly |
| Лаконичность синтаксиса | - | + | +/- | - | + | - |
| Возможность писать в процедурном стиле | + | + | +/- | - | + | + |
| Производительность | + | + | + | +/- | - | + |
| Актуальность | - | + | + | + | + | - |
| Богатая стандартная библиотека | - | - | + | + | + | - |
| Строгая типизация | + | + | + | + | - | + |
| Низкий порог вхождения | + | + | - | - | + | - |
| Понимание работы ЭВМ | - | + | + | - | - | + |

* 1. Обзор систем контроля знаний в форме контеста
     1. Описание системы ejudge

Основной сайт проекта размещается по адресу <http://www.ejudge.ru> [8]. На сайте доступна документация по системе, последние версии исходных кодов, работает Wiki-раздел и форум. Предоставляется анонимный и пользовательский доступ к системе контроля версий SVN для исходных кодов и документации системы.

Сама система ejudge способна работать в любом более-менее современном дистрибутиве Linux. Для доступа к WEB-интерфейсу требуется настроенный WEB-сервер apache. Система написана на языке C и состоит из совокупности демонов, отвечающих за основные сервисы, CGI-программ, реализующих WEB-интерфейс со стороны сервера, и утилит командной строки и утилит с текстовым интерфейсом. В настоящее время примерный объем исходного кода системы составляет порядка 150000 строк кода на языке C.

Основной интерфейс системы (как пользовательский, так и администраторский) реализован через WEB. Дополнительные административные возможности предоставляются через утилиты командной строки и программы с текстовым интерфейсом. Внешний вид генерируемых WEB-страниц может модифицироваться под потребности сайта. Утилиты командной строки позволяют получить информацию в формате, удобном для дальнейшей обработки (XML- и CSV-форматы).

Многоязыковой интерфейс. Локализация выполняется с помощью соответствующего .po-файла. Поддержка произвольных 8-битных кодировок. В настоящее время в системе поддерживается английский и русский язык сообщений.

Одновременная поддержка многих турниров.

Ведение базы пользователей с привязкой информации о пользователе к турниру, то есть каждый турнир может требовать свой набор полей информации о пользователе, при этом значение одного и того же поля может быть разным для разных турниров.

Проведение турниров с автоматической проверкой задач по нескольким системам выставления оценки. Турниры могут быть как ограниченные, так и неограниченные по времени. Дополнительные ограничения времени могут задаваться для каждой задачи индивидуально. Время участника может быть как абсолютным, так и относительным (т.н. виртуальные турниры).

Тонкое управление правами доступа пользователей. Некоторый пользователь может быть администратором одного турнира и не иметь никаких привилегий в другом турнире.

Административный WEB-интерфейс позволяет выполнить все операции по созданию и настройке нового турнира не прибегая к редактированию конфигурационных файлов.

Поддержка практически всех популярных языков программирования: C, C++, Java, Pascal, Perl, Python и т.д. При компиляции системы автоматически выявляются установленные среды программирования и выполняется начальное конфигурирование. Добавление новых языков возможно и в уже работающую систему.

"Безопасный" запуск тестируемых программ на выполнение (требует специальной поддержки со стороны ядра ОС). Тестируемая программа не может выполнить потенциально опасные операции, такие как создание новых процессов, открытие произвольного файла, создание сокета и т.п.

**Достоинства:**

* Ejudge распространяется в исходных кодах под лицензией GPL. Это означает, что система распространяется бесплатно и открыта для изменения и добавления новых возможностей.
* Настраиваемый интерфейс системы. Можно изменять внешний вид страниц, генерируемых системой.
* Возможность добавления новых языков программирования в систему.

**Недостатки:**

* Система ejudge работает под управлением ОС Linux, что не позволяет использовать языки программирования, которые реализованы только для Windows, такие как C#, Visual Basic, и др.
* Доступная на сайте разработчика документация по системе устарела и не полностью описывает систему.
* Система не предоставляет архив олимпиадных задач. Предполагается, что пользователь должен сам составить задачи и тесты к ним.
  + 1. Описание системы TopCoder

TopCoder — один из сайтов спортивного программирования. В отличие от ACM International Collegiate Programming Contest является индивидуальным [8].

Создан в апреле 2001 года. По состоянию на ноябрь 2007 года насчитывал около 130 000 пользователей, из которых около 22 000 хоть раз участвовали в Algorithm Competition.

Наиболее популярный вид турниров, проходящих в системе TopCoder — соревнование по быстрому решению алгоритмических задач (аналогично школьным и студенческим олимпиадами по программированию). Он заключается в том что каждому участнику даётся 3 задачи, разные по сложности, классифицируемые на 3 уровня. Каждая задача имеет свою максимальную стоимость в баллах. Обычно 250, 500 и 1000.

Такие матчи, называемые SRM (Single Round Match), проходят примерно раз в неделю. Кроме этого проводятся ежегодные турниры. Матч состоит из трёх основных фаз — Coding, Challenging и System Testing.

В первой фазе участники за отведённое время пытаются решить предложенные им три задачи, как правило оцениваемые в 250, 500 и 1000 баллов. Решением является создание указанного в условии класса и реализация указанного в условии метода, проходящая все заранее подготовленные тесты. Участникам разрешается писать решения на одном из следующих языков: C++, C#, Java и VB.NET. Количество очков за решённую задачу нелинейно зависит от времени отправки окончательного решения: чем позже — тем меньше очков. За каждую повторную отправку снимается 10 % стоимости задачи. Количество очков не может быть меньше 30 % стоимости задачи. Решение считается принятым (на этом этапе), если оно прошло все предварительно заложенные в систему тестирования входные данные («тесты»).

Продолжительность тура в регулярных матчах (англ. Single Round Match, сокращенно SRM), а также отборочных соревнованиях турниров (англ. Online Elimination Rounds составляет 75 минут. В очном финале (англ. Onsite Events) продолжительность первой фазы составляет 85 минут.

Во второй фазе участники пытаются подобрать тест (вариант входных данных), на котором решения его конкурентов будут работать неверным образом. При этом разрешается смотреть исходный код, но невозможно запускать программы конкурентов. Каждый удачный подход даёт 50 очков, а неудачный отнимает 25 очков. Если подход был удачным, тест добавляется в набор тестов, используемый на следующей фазе. Продолжительность этой фазы составляет 15 минут во всех матчах кроме очных финалов (10 минут).

В третьей фазе происходит тестирование всех решений всех участников, которые не были признаны неверными по итогам второй фазы. Формируются окончательные результаты матчей.

Классификация участников и их итоговая расстановка по местам определяется конечным количеством очков у участников. Участники, имеющие большее количество очков, занимают более высокие места. В случае равенства очков, все участники с данным количеством очков занимают (делят) одно и то же место.

В случае, если в ходе соревнования не происходило никаких технических сбоев, для всех участников пересчитывается рейтинг.

**Достоинства:**

* Огромная база пользователей системы, стабильность и надежность работы.
* Уникальная схема взаимодействия участников соревнований, возможность «оспорить» решения других участников.
* Удобный клиент для работы с системой, который представляет собой Java-апплет и запускается из браузера.
* Система рейтинга пользователей.

**Недостатки:**

* Система TopCoder является закрытой, в нее нельзя вносить изменения, для работы с ней нужен доступ в Интернет.
* Формат проведения соревнований TopCoder отличается от ACM ICPC, поэтому ее возможностей недостаточно для эффективной подготовки к соревнованиям ACM.
* Соревнования в TopCoder проводятся на английском языке, что создает трудности для русскоязычных пользователей.
  + 1. Описание системы UVA Online Judge

Эта олимпиадная система – разработка университета Валладолид (Испания). Сайт Online Judge расположен по адресу <http://acm.uva.es/> [8]. На сайте круглосуточно ведется борьба за первое место в рейтинге среди более 10000 участников со всего мира. Рейтинг участников определяется по количеству решенных задач. В архиве системы более двух тысяч задач, и более пяти миллионов проверенных решений. На базе Online Judge проводятся соревнования, в которых участвуют одновременно сотни программистов по всему миру. Данная система использует программу NetJudge для проверки решений – собственную разработку университета с закрытым исходным кодом.

Участник (или команда) регистрируется на сайте соревнования, заполняет данные о себе и получает идентификатор. После этого в любое время участник решает одну из задач на Pascal или C/C++ и отправляет ее по e-mail judge@uva.es. Текст программы-решения вставляется прямо в текст письма. В начало программы вставляется комментарий, в котором указывается ID участника, номер задачи и язык программирования. Это выглядит так: /\* @JUDGE\_ID: 7834КЕ 314 C \*/

**Достоинства:**

* Большой архив олимпиадных задач, который включает задачи с прошедших полуфинальных (региональных) и финальных соревнований ACM ICPC.
* Регистрация в системе бесплатна, после регистрации можно решать любые задачи и участвовать в соревнованиях.
* Обширная статистика по задачам, возможность обсуждения задач с другими пользователями на форуме проекта.

**Недостатки:**

* Система Online Judge является закрытой, в нее нельзя вносить изменения, для работы с ней нужен доступ в Интернет.
* В системе не поддерживаются современные языки программирования, такие как C# и Java.
* Низкая производительность системы, перегруженный интерфейс.
  + 1. Описание системы BACS

Информация о проекте находится на сайте [8]. Автоматизированная система BACS – собственная разработка кафедры ПО ИжГТУ. Активно используется в ИжГТУ с 2006 года и по настоящее время для тренировок участников соревнований ACM ICPC. При этом идет постоянная доработка возможностей системы.

Система работает под операционной системой Windows 2000 или старше. Проверка безопасности осуществляется с помощью поиска запрещенных слов в тексте программ.

**Достоинства**

Достоинства системы заключаются в следующем:

* система BACS поддерживает многие современные языки, такие как C# и Java.
* возможность добавления новых языков программирования в систему.
* можно запустить параллельно несколько серверов проверки.

**Недостатки**

Можно отметить следующий недостаток:

* система BACS осуществляет контроль безопасности с помощью списка запрещенных слов, и при обновлении языков могут появиться новые процедуры, в результате чего система станет уязвимой.
* неудобный пользовательский интерфейс
  1. Постановка цели и задач исследования

**Целью** диссертационной работы является разработка методики вычисления оценки качества усвоения студентами учебного материала на основе статистики решенных практических задач.

Для достижения цели поставлены следующие **задачи**:

* 1. Исследовать параметры, определяющие качество усвоения студентами учебного материала.
  2. Разработать метод расчета комплексной меры качества усвоения на базе статистических данных.
  3. Разработать программный инструмент для оценки качества усвоения студентами учебного материала.
  4. Протестировать полученный инструмент, произвести анализ полученных результатов. Для тестирования системы использовать практические задачи из обучающего курса по программированию системы BACS.
  5. Выводы

В данной главе описана специфика автоматизированного обучения программированию. Описаны основные методы контроля знаний при подготовке высококвалифицированного инженера- программиста. Произведены описания методов, использованных при разработке методики оценки сложности задач по программированию на основе исходного кода, а именно описана сущность статического анализа кода программы, основные этапы процесса статического анализа. Произведен обзор и анализ современных систем контроля знаний в данной области, указаны их достоинства и недостатки. Также представлены методы решения проблемы подбора весовых коэффициентов. Сформулирована постановка задачи исследования.